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Abstract

Coreference resolution, the task of finding and clustering
mentions of entities (e.g. people, locations, and organiza-
tions) in text, is important for several applications in nat-
ural language processing (NLP), such as summarization of
news articles and automated reading comprehension of sto-
ries. In order for coreference resolution systems to be useful
in practice, they must be able to generalize to (i.e. work well
on) new text. In particular, it is important that systems work
well with unfamiliar names and with styles of text that dif-
fer from those seen in training. In this work, we demonstrate
that the performance of the state-of-the-art system decreases
when the names of person (PER) and geopolitical location
(GPE) named entities in the CoNLL dataset are changed to
names that do not occur in the training set. Then we use
the technique of adversarial gradient-based training to retrain
the state-of-the-art system and demonstrate that the retrained
system achieves higher performance on the CoNLL dataset
(both with and without the change of named entities) and the
recently introduced GAP dataset, which balances the occur-
rences of male and female names.

Motivation
Entities play a central role in most meaningful texts. In a
story, the characters, their development, and their involve-
ment in events are perhaps the most important aspects. When
a student or social scientist is gathering information from
articles in the news or scholarly journals, he or she is of-
ten interested in a single or small set of people or organiza-
tions. Hence, the ability to recognize references to entities
is important for automated systems designed for natural lan-
guage processing (NLP). Beyond simply recognizing such
mentions of entities, a reader should also understand which
mentions refer to the same entity. Only then can the reader
piece together different parts of the text to synthesize a com-
plete understanding of the story or exposition. Determining
whether mentions refer to the same entity is complicated by
the variety of ways in which text can be used to refer to a
single entity. In particular, names, pronouns, and nominal
phrases (phrases that are neither names nor pronouns) can
all be used to refer to the same entity. Therefore, this task
of finding and clustering mentions of entities in a document,
which is called coreference resolution, is not only important

in the world of NLP, but is also difficult.
Since it has intuitive importance of entities in text as argued
above, coreference resolution has been shown to be useful
for several applications in NLP, such as question answer-
ing (Dhingra et al., 2018), reading comprehension (Wang
et al., 2016), summarization (Steinberger et al., 2016), and
sentiment analysis (Sukthanker et al., 2018). In accordance
with the utility of coreference resolution, NLP researchers
have invested a great deal of effort into developing and im-
proving systems for the task. Through the use of neural net-
works, performance on the task of coreference resolution has
increased significantly over the last few years. Still, neural
systems trained on the standard coreference dataset have is-
sues with generalization, as shown by Moosavi and Strube
(2018).
One way to improve the understanding of how a system
overfits a dataset is to study the change in the system’s per-
formance when the dataset is modified slightly in a focused
and relevant manner. We take this approach by modifying
the test set so that each PER and GPE (person and geopo-
litical entity) named entity is different from those seen in
training. In other words, we ensure that there is no leakage
of PER and GPE named entities from the training set into
the test set. We demonstrate that the performance of the Lee
et al. (2018) system, which is the current state-of-the-art, de-
creases when the named entities are replaced. An example
of a replacement that causes the system to make an error is
given in Table 1.
Motivated by these issues of generalization, this paper aims
to improve the training process of neural coreference sys-
tems. Various regularization techniques have been proposed
for improving the generalization capability of neural net-
works, including dropout (Srivastava et al., 2014) and ad-
versarial training (Goodfellow et al., 2015; Miyato et al.,
2017). The model of Lee et al. (2018), like most neural ap-
proaches, uses dropout. In this work, we apply the adver-
sarial fast-gradient-sign-method (FGSM) described by Miy-
ato et al. (2017) to the model of Lee et al. (2018), and show
that this technique improves the model’s generalization even
when applied on top of dropout.
We demonstrate that the system of Lee et al. (2018) retrained
with adversarial training achieves state-of-the-art perfor-



Original: But Dirk Van Dongen , president of the National
Association of Wholesaler - Distributors , said that last month
’s rise “ is n’t as bad an omen ” as the 0.9 % figure suggests . “
If you examine the data carefully , the increase is concentrated
in energy and motor vehicle prices , rather than being a broad -
based advance in the prices of consumer and industrial goods ,
” he explained .
Replacement: Replace Dick Van Dongen with Vendemiaire Van
Korewdit.

Table 1: An excerpt from the CoNLL test set. The corefer-
ence between the two highlighted mentions is correctly pre-
dicted by the Lee et al. (2018) system, but after the specified
replacement, the system incorrectly resolves “he” to a dif-
ferent name occurring outside this excerpt.

mance on the original CoNLL-2012 dataset (Pradhan et al.,
2012) as well as the CoNLL-2012 dataset with changed
named entities. Furthermore, the system trained with the
adversarial method exhibits state-of-the-art performance on
the GAP dataset (Webster et al., 2018), a recently released
dataset focusing on resolving pronouns to people’s names in
excerpts from Wikipedia.1

Related Work
Moosavi and Strube (2017, 2018) also study generaliza-
tion of neural coreference resolvers. However, they focus
on transfer and indicate that the ranking of coreference re-
solvers (trained on the CoNLL training set) induced by their
performance on the CoNLL test set is not preserved when
the systems are evaluated on a different dataset. They use
the Wikicoref dataset (Ghaddar and Langlais, 2016), which
is limited in that it consists of only 30 documents.
They then show that the addition of features representing
linguistic information improves the performance of a coref-
erence resolver on the out-of-domain dataset.
The adversarial fast-gradient-sign-method (FGSM) was first
introduced by Goodfellow et al. (2015) and was applied
to sentence classification tasks through word embeddings
by Miyato et al. (2017). Gradient-based adversarial attacks
have since been used to train models for various NLP tasks,
such as relation extraction (Wu et al., 2017) and joint entity
and relation extraction Bekoulis et al. (2018).
Our replacements of named entities can also be viewed as a
way of generating adversarial examples for coreference sys-
tems; it is related to the earlier method proposed in Khashabi
et al. (2016) in the context of question answering and to
Alzantot et al. (2018), which provides a way of generating
adversarial examples for simple classification tasks.

Technical Approach
Adversarial Training for Coreference
In coreference resolution, the goal is to find and cluster
phrases that refer to entities. We use the word “span” to

1A significant portion of this report is taken from a recently
accepted publication based on the same work (Subramanian and
Roth, 2019).

Figure 1: For each mention, the model computes scores for
each of the candidate antecedent mentions and chooses the
candidate with the highest score to be the predicted an-
tecedent. This image was created by the authors of (Chang
et al., 2013).

mean a series of consecutive words. A span that refers to
an entity is called a mention. If two mentions i and j refer
to the same entity and mention i occurs before mention j
in the text, we say that mention i is an antecedent of men-
tion j. For a given mention i, the candidate antecedents of i
are the mentions that occur before i in the text. In Figure 1,
each line segment represents a mention and the arrows are
directed from one mention to its possible antecedents.
We now review the model architecture of Lee et al. (2018)
and describe how we apply the fast-gradient-sign-method
(FGSM) of Miyato et al. (2017) to the model. Using GloVe
(Pennington et al., 2014) and ELMo Peters et al. (2018)
embeddings of each word and using learned character em-
beddings, the model computes contextualized representa-
tions {x1,x2, ...,xn} of each word xi in the input docu-
ment using a bidirectional LSTM Hochreiter and Schmid-
huber (1997). For candidate span i, which consists of the
words at indices starti, starti+1, ..., endi, the model con-
structs a span representation gi by concatenating xstarti ,
xendi ,

1∑endi
j=starti

βj

∑endi
j=starti

βjxj , and φ(endi − starti),

where the βj’s are learned scalar values and φ(·) is a learned
embedding representing the width of the span (Lee et al.,
2017). The span representations are then used as inputs to
feedforward networks that compute mention scores for each
span and that compute antecedent scores for pairs of spans.
In Figure 1, the number associated with each arrow is the
antecedent score for the associated pair of mentions. The
coreference score for the pair of spans (i, j) is the sum of
the mention score for span i, the mention score for span j,
and the antecedent score for (i, j). For each span i, the an-
tecedent span predicted by the model is the span j that max-
imizes the antecedent score for (i, j).
Let g = {gi}Ni=1 denote the set of the representations of all
N candidate spans. Let L(g) denote the original model’s
loss function. (Note that the model’s predictions and the
loss depend on the input text only through the span rep-
resentations.) For each i ∈ {1, ..., N}, let gadvi (g) =

∇giL
(
{gi}Ni=1

)
denote the gradient of the loss with respect

to the span embeddings. Then the adversarial loss with the
FGSM is

Ladv({gi}Ni=1) = L

({
gi + ε

gadvi (g)

||gadvi (g)||

}N
i=1

)
.



The total loss used in training is
Ltotal(g) = αL (g) + (1− α)Ladv (g) .

In our experiments, we find that α = 0.6 and ε = 1 work
well. A key difference between our method and that em-
ployed by Miyato et al. (2017) is that the latter applies the
adversarial perturbation to the input embeddings, whereas
we apply it to the span representations, which are an inter-
mediate layer of the model. We found in our experiments
that applying the FGSM to the character embeddings in the
initial layer was not as effective as applying the method to
the span representations as described above. Another differ-
ence between our method and that of Miyato et al. (2017) is
that we do not normalize the span embeddings before apply-
ing the adversarial perturbations.

No Leakage of Named Entities
Named entities are an important subset of the entities a
coreference system is tasked with discovering. Agarwal
et al. (2018) provide the percentages of clusters in the
CoNLL dataset represented by the PER (person), ORG (or-
ganization), GPE (geopolitical entity), and DATE (date)
named entity types – 15%, 11%, 11%, and 4%, respectively.
It is important for generalization that systems perform well
with names that are different from those seen in training.
We found that in the CoNLL dataset, roughly 34% of the
PER and GPE named entities that are the head of a mention
of some gold cluster in the test set are also the head of a
mention of a gold cluster in the train set. Therefore, there
is considerable overlap, or leakage, between the names in
the train and test sets. In this section, we describe a method
for evaluating on the CoNLL test set without leaked name
entities.
We focus on PER and GPE named entities because they are
two of the three most common entity types and because in
general when replacing a PER or GPE name with another
name, it is easy to not change the true coreference struc-
ture of the document. In particular, changing the name of an
organization while ensuring that it is compatible with nomi-
nals in the cluster is nontrivial without a finer semantic typ-
ing. By contrast, we describe below how we control for gen-
der and location type when replacing PER and GPE names,
respectively. We also ensure that the capitalization of the first
letter in the replacement name is the same as in the original
text. Finally, we note that the diversity of PER and GPE en-
tities exceeds that of other named entity types; this increases
the importance of generalization to new names and, at the
same time, enables us to find matching names to use as re-
placements.

Replacing PER entities For replacing PER entities, we
utilize the publicly available list of last names from the
1990 U.S. Census and a gazetteer of first names that has
the proportion of people with this name who are males.
The gazetteer was collected in an unsupervised fashion from
Wikipedia. We denote the list of last names by L, the list
of male first names (i.e. first names with male proportion
greater than or equal to 0.5 in the gazetteer) byM, and the
list of female first names (i.e. first names with male propor-
tion less than or equal to 0.5 in the gazetteer) by F . We

remove all names occurring in training from L,M, and F .
We use the spaCy dependency parser (Honnibal and John-
son, 2015) to find the heads of each mention. We say that a
mention is a person-mention if the head of the mention is a
PER named entity, and we say that the name of the person-
mention is the PER named entity that is its head. We use the
dependency parser and the gold NER to identify all of the
person-mentions. For each gold cluster containing a person-
mention, we find the longest name among the names of all
of the person-mentions in the cluster. If the longest name
of a cluster has only one token, we assume that the name
is a last name, and we replace the name with a name cho-
sen uniformly at random from the remaining last names in
L. Otherwise, if the longest name has multiple tokens, we
say that the cluster is male if the cluster contains no female
pronouns (“she”, “her”, “hers”) and one of the following is
true: the first token does not appear inM or F , if the token
appears inM, or the cluster contains a male pronoun (“he”,
“him”, “his”). We say that the cluster is female if it is not
male. Then we (1) replace the last token with a name chosen
uniformly at random from the remaining last names in L,
and (2) replace the first token with a name chosen uniformly
at random from the remaining first names inM if the cluster
is male or from the remaining first names F if the cluster is
female. Note that our sampling from each of L,M, and F
is without replacement, so no last name is used as a replace-
ment more than once, no male first name is used more than
once, and no female first name is used more than once.

Replacing GPE entities Our approach to replacing GPE
entity names is very similar to that used for PER names. We
use the GeoNames2 database of geopolitical names. In ad-
dition to providing a list of GPE names, this database also
categorizes the names by the type of entity to which they
refer (e.g. city, state, county, etc.). The data includes the
names and categories of more than 11, 000, 000 locations in
the world. We restrict our attention to GPE entities that sat-
isfy the following requirements: (1) they occur in the GeoN-
ames database and (2) they are not countries. We say that a
mention is a GPE-mention if its head (as given by the depen-
dency parser) is a GPE named entity satisfying these three
requirements. (Again, we use the gold NER to identify GPE
names in the CoNLL text.) We remove all GPE names oc-
curring in the training set from the list of replacement GPE
names for each location category. Then for each cluster con-
taining a GPE-mention, we find the GeoNames category for
the mention’s GPE name and replace the name with a ran-
domly chosen name from the same category. As with PER
names, we sample names from each category without re-
placement, so each GPE name is used for replacement at
most once.

Evaluation
In this section, we study both how our No Leakage modifi-
cations affect the performance of the state-of-the-art system
and how adversarial training improves the generalization of
the state-of-the-art system. For a qualitative understanding

2http://www.geonames.org/



of the No Leakage modifications, we provide in Table 2 ex-
amples of text in the original CoNLL-2012 dataset and the
corresponding text after our modifications. In total 81 GPE
entities and 560 PER entities in the test set were modified by
our process; the total number of gold entities in the test set
is 4532. We trained the Lee et al. (2018) model architecture
with the adversarial approach on the CoNLL training set for
355000 iterations (the same number of iterations for which
the original model was trained) with the same training hy-
perparameters used by original model. For comparing with
the Lee et al. (2017) and Lee et al. (2018) systems, we use
the pretrained models released by the authors.3 The datasets
used for evaluation are the CoNLL and GAP datasets.

CoNLL-2012 Dataset
The CoNLL-2012 Shared Task dataset (Pradhan et al., 2012)
has been the standard dataset used for both training and eval-
uating English coreference systems since the dataset was in-
troduced. The dataset includes seven genres that span mul-
tiple writing styles and multiple nationalities. Performance
on the CoNLL-2012 dataset is traditionally measured via
CoNLL F1, which is the arithmetic mean of three F1 met-
rics – MUC (Vilain et al., 1995), B3 (Bagga and Baldwin,
1998), and CEAFe (Luo, 2005).
Moosavi and Strube (2016) provides a detailed description
of each of these three metrics; we provide a brief overview
here. In each case, we describe what the recall of the metric
means; the precision is conceived by switching the role of
the gold and predicted entities in the recall computation. For
each gold entity, the penalty assigned by MUC recall to the
predicted entity set is commensurate with the number of pre-
dicted entities that have non-zero intersection with the gold
entity. B3 recall measures for each gold entity the propor-
tion of mentions in the entity that is captured by each pre-
dicted entity. For CEAFe, a one-to-one mapping between
the gold and predicted entities is computed based on a pair-
wise similarity function between two entities (one gold and
one predicted) that is based on the fraction of mentions in
the two entities that belong to both entities. Given this map-
ping, the CEAFe recall is given by the average similarity
value across all gold entities.

GAP Dataset
The GAP dataset (Webster et al., 2018), recently introduced
by Google, focuses on resolving pronouns to named people
in excerpts from Wikipedia. The dataset, which is gender-
balanced, consists of examples in which the system must
determine whether a given pronoun refers to one, both, or
neither of two given names. Thus, the task can be viewed
a binary classification task in which the input is a (pronoun,
name) pair and the output is True if the pair is coreferent and
False otherwise. Performance is evaluated using the F1 score
in this binary classification setup. Tables 3 and 4 display the
results on these two datasets.4

3Available at https://lil.cs.washington.edu/coref/final.tgz and
http://lsz-gpu-01.cs.washington.edu/resources/coref/c2f\ final.tgz

4The results that we report for the Lee et al. (2017) system differ
slightly from those reported in Table 10 of Webster et al. (2018)

Discussion of Findings
The modifications made by our No Leakage procedure are
qualitatively reasonable and seem to achieve the goal of
swapping names while retaining the coreference structure of
the document. With respect to the total number of entities in
the test set (4532), the number of replacements for PER en-
tities (560) represents about 12%, which is relatively close
to the overall proportion of entities that are of the PER type.
On the other hand, the number of replacements for GPE en-
tities (81) represents only about 1.8% of all entities, which
is far lower than expected. This lower proportion can be at-
tributed to (1) the fact that many GPE entities are countries
(which are excluded from our procedure) and (2) searching
within the GeoNames database, in which the primary name
of an entity is frequently different from the name used to ref-
erence the entity in texts.
The drop in performance between the original and No Leak-
age CoNLL-2012 test sets shows that the state-of-the-art
system has a generalization issue with respect to unseen
names. With adversarial training, the system is able to re-
cover about 40% of the performance drop in the No Leakage
setting. Moreover, adversarial training also increases perfor-
mance on the original CoNLL test set and improves transfer
from the CoNLL-2012 training set to the GAP test set, pro-
viding further evidence for the view of adversarial training
as a regularization technique.

Ethical Considerations and Societal Impact
Given that this project is centered on a research problem
rather than a product, the societal impact is highly dependent
on how the methods used in this study are applied to soft-
ware used at scale by the companies and the public. How-
ever, this project also addresses a specific ethical issue that
has garnered interest within the NLP community, namely the
bias of coreference systems. ? and ? both study the gender
bias of coreference resolution systems. Instead, we study the
bias of coreference systems with respect to names seen in
training; in particular, our method of replacing names uti-
lizes names from many ethnicities and world regions and
can help assess whether a system is robust to non-Western
names. Moreover, our work extends the study of bias beyond
people’s names to names of locations (geopolitical entities).
Therefore, our work is tied to ethical concerns and improves
understanding with respect to such issues by introducing a
method (controlled replacement of names) of evaluating a
certain kind of bias (favoring familiar names) and a method
that can help to decrease this bias (adversarial training).
We also accounted for gender bias in our study by including
results on the GAP dataset. This dataset was motivated by
the goal of evaluating gender bias. One specific observation
regarding our work is that the increase in performance on
the GAP dataset due to adversarial training does not come at
the expense of additional gender bias. Using the values from
Table 4, we find that the ratio of female performance to male
performance is approximately 0.931 for the Lee et al. (2018)

due to a difference in the parser and potentially small differences
in the algorithm for converting the system’s output to the binary
predictions necessary for the GAP scorer.



Original No Leakage
We asked Judy Muller if she would like to do the
story of a fascinating man . She took a deep breath
and said , okay .

We asked Sallie Kousonsavath if she would like to
do the story of a fascinating man . She took a deep
breath and said , okay .

The last thing President Clinton did today before
heading to the Mideast is go to church – appropriate
, perhaps , given the enormity of the task he and his
national security team face in the days ahead .

The last thing President Golia did today before head-
ing to the Mideast is go to church – appropriate , per-
haps , given the enormity of the task he and his na-
tional security team face in the days ahead .

In theory at least , tight supplies next spring could
leave the wheat futures market susceptible to a sup-
ply - demand squeeze , said Daniel Basse , a futures
analyst with AgResource Co. in Chicago .

In theory at least , tight supplies next spring could
leave the wheat futures market susceptible to a sup-
ply - demand squeeze , said Daniel Basse , a futures
analyst with AgResource Co. in Machete .

Table 2: Excerpts from the CoNLL-2012 test set and their versions after we have replaced PER and GPE names to avoid name
leakage.

Original No Leakage
Lee et al. (2018) 72.96 71.86
+Adv. Training 73.23 72.36

Table 3: Results (CoNLL F1) on the CoNLL Test Set. “Orig-
inal” refers to the original test set, and “No Leakage” refers
to the test set modified with the replacement of named en-
tities described in Section . For each dataset, highest score
for each dataset is bolded and is underlined if the difference
between it and the other model’s score is statistically signif-
icant (p < 0.20 per a stratified approximate randomization
test similar to that of Noreen (1989)).

M F O
Lee et al. (2017) 68.7 60.0 64.5
Lee et al. (2018) 75.8 70.6 73.3
+Adv. Training 77.3 72.1 74.7

Table 4: Results (F1 metric defined by Webster et al. (2018))
on the GAP Test Set. M refers to male pronouns, F refers to
female pronouns, and O refers to the full evaluation data.
For each category, highest score is bolded and is underlined
if difference between it and next-highest score is statisti-
cally significant (p < 0.05 per the McNemar test (McNe-
mar, 1947)).

system and approximately 0.933 for the adversarially trained
system.

Business Analysis

Although this project is motivated by research questions,
the methods and knowledge at the core of the project have
strong potential for forming the basis of a company. We pro-
pose to commercialize this research by developing two core
products: an API for coreference resolution in documents
and an API for automatic summarization of documents.

Overview of the need, product, and targeted
customers
Currently, news websites primarily rely on a simple key-
word search to identify relevant documents. Some websites
also offer an “Advanced Search” feature that allows users to
manually specify information in multiple categories (e.g. au-
thor, title). While a simple keyword search is usually enough
to identify which documents are relevant to the user’s in-
terest, it would be useful, especially for long documents, if
the website could also identify the individual sentences that
are relevant to the user’s interest. For instance, if the user is
searching for information about President Obama in a long
news article, it would be useful to the user to know which
sentences mention President Obama (though perhaps not by
name) without reading the full document. Our value propo-
sition is enabling users to synthesize information from news
documents quicker and easier through the use of automated
NLP tools. The stakeholders for our products include pub-
lishers of online news articles, other websites that a vast
collection of documents that is searched by users, and con-
sumers of online news and other documents.
The proposed coreference resolution API is meant to address
this issue when the user searches for a named person, place,
or organization. When the user enters a query in a search
box, the coreference API would be called on the top docu-
ment or top few documents in the search results. It is worthy
of note that coreference resolution performance on English
news documents has become quite strong in the last year and
would provide real value to users through this search pro-
cess. A secondary customer segment for the coreference API
is quantitative trading firms, which could use coreference to
identify sentences involving companies of interest and pro-
ceed to use the information or sentiment of these sentences
to inform their trades.
While the development of a coreference resolution API
could be initiated immediately, a summarization API would
not make sense without further advancement of research
in automated summarization. As mentioned earlier, coref-
erence resolution is useful for summarization, so we could
leverage knowledge of the former to improve summariza-
tion performance. The target customers for the summariza-
tion API would also be news websites, as summarization is



another step toward streamlining the user’s process of syn-
thesizing an article’s information. Since summarization is a
difficult task, a strong summarization system would differ-
entiate us from competitors, allowing us to set a high price
point and derive greater profit. Thus, together, our portfolio
of the coreference API and the summarization API includes
both a product that can be monetized quickly and a long-
term investment with the potential for high payoff.

Competitive Analysis
Our immediate competitors are companies offering a coref-
erence resolution or summarization API, and more broadly
any company concerned with pursuing NLP research and
translating it into products would be our competitor. Two
companies that offer a coreference resolution API or a
similar product are Algorithmia (Algorithmia) and Google
(through its Cloud NL service, it offers custom entity extrac-
tion – Google Cloud (a)). In addition, Plasticity AI is plan-
ning to release a coreference API soon (Plasticity AI, a). One
way in which we will differentiate ourselves is the perfor-
mance of our system. The Algorithmia API is based on the
Stanford deterministic coreference resolution system (Re-
casens et al., 2013), whose performance is lower than that of
our system by more than 10 F1 points on the CoNLL-2012
dataset. Google’s API seems to focus on entity extraction
and not on coreference, so the API will not output pronouns
that refer to a name of interest. However, given that Plasticity
AI and Google will likely release high-performing corefer-
ence APIs in the near future, we will take steps to further
differentiate our product by tailoring it to the news indus-
try. One straightforward way to tailor our coreference API
would be to use word representations that are pre-trained
only on news text rather than on other kinds of text; doing
so could improve the system’s performance within the news
domain. More importantly, we will work to make sure to de-
sign our API in a manner that makes integration with the
search engines of news websites as streamlined as possible.
There are existing products for summarization, such as Al-
gorithmia’s API (Algorithmia), but these tools are limited in
their scope and performance, since research on summariza-
tion has still not reached a mature stage.
As mentioned earlier, companies doing research and devel-
opment in natural language processing may be competitors
with us at some point. There are many such companies in
the software industry, such as Google, Microsoft, and Face-
book. Our aforementioned focus on the news industry will
help to differentiate us from other companies that decide to
offer similar products. Another such competitor that is very
relevant to our objectives is Bloomberg. Though the strength
of Bloomberg’s NLP research group would make it difficult
for us to sell the product to Bloomberg News, Bloomberg is
unlikely to sell this technology to other news websites given
its own interests. Therefore, Bloomberg would not be a com-
petitor with respect to other news websites.
We also view the large companies mentioned above as op-
portunities for a potential acquisition. Several NLP com-
panies have been acquired recently by larger firms. For
instance, in the last three years, API.ai was acquired by
Google, Maluuba was acquired by Microsoft, and Seman-

Figure 2: Projected revenue of the Internet content and pub-
lishing industry during the 2019-2024 period. Projections
are those given by Hadad

tic Machines was acquired by Microsoft (Kumparak; Shum;
Ku).

Customer Segment Analysis
The primary customer segment for our APIs are publishers
of online news. The newspaper industry has been declining
in revenue in recent years due to the immense popularity
of online content, and this decline is expected to continue
into the near future (McGinley). However, newspaper pub-
lishers who were traditionally focused on the print medium
have increasingly shifted focus to online publishing, and
Garnett, the publisher with the highest circulation, has more
than 117 million unique monthly visitors as of November
2018 (McGinley). The online-only news sector also shows
promising signs of growth. The number of employees of
“digital-native newsrooms” grew from approximately 7400
in 2008 to 13260 in 2017 (Pew Research Center). Moreover,
revenue for the overall Internet content industry (which also
includes publishers of other content and Internet companies
like Alphabet and Facebook) is projected by IBISWorld to
grow rapidly over the next five years; Figure 2 shows the
projected growth according to Hadad. Therefore, we can ex-
pect that the health of the online news segment will be strong
for the foreseeable future. Industry analysts also predict that
Internet publishers will increasingly introduce access fees
for customers (Freedonia). News publishers who decide to
introduce access fees will need to convince their users that
their websites provide value beyond the free articles offered
by other websites. The faster synthesis of information en-
abled by our APIs would make it easier for news publishers
to make this argument.

Revenue Model and Costs
For our revenue model, we will adopt a structure in which
we charge the customer (e.g. a news company) for each API
call that they make. This model makes sense because we
will incur a variable cost for each API call (for the neces-
sary computing power), and similar products (e.g. the APIs
of Google Cloud NL and Plasticity AI) have this model. Our



pricing model for the coreference API is as follows. If the
number of monthly requests is below 10, 000, then our price
will be $2.00 per 1000 requests. If the number of monthly
requests is at least 10, 000, then our price will be $1.50 per
1000 requests. The prices for our summarization API, if and
when it is released in the future, will be twice the corre-
sponding price for the coreference API (so $4.00 and $3.00).
This model is based in part on the model of Plasticity AI’s
Sapien Language Engine (Plasticity AI, b) and also on the
estimated cost of computing power. The cost of using a GPU
for one hour on Google Cloud’s Compute Engine is 0.95
(Google Cloud, b). We estimate that we can process at least
2, 000 documents in one hour using a single GPU.
Aside from computing power, our other major cost would
be compensation for employees. We estimate that we will
require 4 engineers, one of whom will serve as the engi-
neering manager, and 4 researchers (focused on research in
summarization), one of whom will be a senior researcher
playing a supervisory rule. Each non-lead engineer will be
paid about $120, 000, and the lead engineer will be paid
about $140, 000. Each non-senior researcher will be paid
about $150, 000, and the senior researcher will be paid about
$175, 000. Furthermore, we estimate that we will need to
add two (junior) engineers each year from Year 3 onward in
order to scale the product. We estimate that aside from the
computing costs and employment expenses discussed above,
we will incur overhead of about $30, 000 per year (including
costs for renting office space, purchasing and maintaining
computers for development purposes, and other necessary
costs).
Table 5 shows our projected revenues and costs for the first
five years of the company. In order to compute the num-
ber of Monthly API calls for Y2, we used an estimate of
150, 000, 000 total unique monthly users on news websites,
estimated that 5% of such users would use the search engine
on one of our client websites, estimated that each such user
would make 5 searches in a month, and assumed that the
client website would call our coreference API to process the
top three documents resulting from the search. Note that the
estimate of 150, 000, 000 users in the market is conserva-
tive given that Garnett alone (which represents about 11.3%
of the newspaper market) has 117, 000, 000 unique monthly
users. In order to compute the annual contribution margin,
we divided the number of API calls by 1000 (since our price
is on a per-1000-calls basis), multiplied by $1.5 − $0.95

2
(which is the difference between our price and our estimate
for the variable cost for computing power), and multiplied
by 12 to obtain the annualized estimate. To compute the rev-
enues for years 3 through 5, we simply assume 150% growth
over the previous year. Although this growth rate might seem
too optimistic, it is reasonable given the conservative esti-
mates of the size of the overall user base, the estimated ini-
tial portion of the user base that searches news websites, and
the number of searches per user. These estimates yield net
profit projections that are quite healthy by year 5 and do not
take into account any potential revenue from the summa-
rization product within this time frame. Beyond year 5, we
expect that growth from the coreference API would decrease
significantly but hope that the summarization API can drive

growth at that point.

Conclusion
In this project, we introduced a technique for evaluating
the robustness of a coreference resolution system to unseen
names and an adversarial training method for a state-of-the-
art neural coreference resolution system. We observed that
replacing names in the evaluation text decreases the system’s
performance significantly and that the adversarial training
method improves generalization as measured by multiple
datasets.
Regarding future work, we observe both our method of re-
placing names and our method of adversarial training can be
applied easily to other NLP tasks. In particular, the applica-
tion of these techniques to Named Entity Recognition (NER)
is an interesting direction. We conducted a preliminary ex-
periment using the BERT-NER system (as described by De-
vlin et al. (2018)) and the popular CoNLL-2003 dataset Sang
and De Meulder (2003) and found that the system is reason-
ably robust to replacements of PER names (drop of about
0.5 F1). However, it would be interesting to evaluate robust-
ness to LOC (location) names in a manner similar to that
described in this paper, and it would also be interesting to
apply the adversarial training method described in this pa-
per to a neural NER system.
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